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Overview of NSCC  



About NSCC  
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National Petascale  Facility  

The National Supercomputing Centre Singapore is established 

to support high performance science and engineering 

computing needs for academic, research and industry 

communities in Singapore 

 



About NSCC  
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Our Stakeholders  
High Bandwidth 

Multi-Gigabit 

Network  

Our facility is linked by high 

bandwidth multi-gigabit 

networks (STAR-N) to provide 

high speed access to users 

everywhere locally & globally   

 



Historical Trajectory 
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2015  | National Supercomputing Centre (NSCC) 

2013   | 100TFLOPS Supercomputer at A*CRC 

2000s | TFLOPS Supercomputer at IHPC and NTU 

1995   | CRAY Vector Supercomputers at NSRC/NUS  

1988   | NEC SX1 at NCBôs Advanced Computation Centre   

Petascale 

Terascale 

Megascale 

Gigascale 



Introduction:  Vision & Objectives  
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Vision of NSCC  

Support 

Singaporeõs 

R&D 

Initiatives 

1 
Attract 

Industrial 

Research 

Collaborations 

2 

Objectives of NSCC 

Enhance 

Singaporeõs 

Research 

Capabilities 

3 

Democratising Access to Supercomputing 



Milestones  
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Tender awarded to Fujitsu Asia Pte Ltd in June 2015 for:  
Å PetaScale Supercomputer; 
Å Data Centre retrofitting; and  
Å Managed Services (3 years) 

Nov 14 Jan-Jun 
15 

Q2 16 

Govt Funding &  

Co-funding 

(A*STAR, NUS, 

NTU & SUTD) 

Tender Opened, 

Closed &  

Awarded 

System  

Commissioning 

Q3 16 

Ŭɓ testing 

Q4 16 

Unveiling of 

Supercomputer 



NSCC Data Centre @ Fusionopolis  

@ One-North,     
     Singapore 



NSCC Data Centre  

HPC Racks 

Storage Racks 



NSCC Data Centre ð Cooling System  

 
 

 

Air Cooling 

Computer Room Air 
Handler (CRAH) units 

 

 
 

 

Chilled water Cooling 
Rear door heat 

exchangers 

 

 

Liquid Cooling 

Warm water cooling 
direct-to-chip 

 

Warm water dry coolers 



HPC Hardware  
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EDR Interconnect  
 

ÅEDR (100Gbps) Fat 

Tree within  cluster 

ÅInfiniBand connection 

to remote login nodes 

at stakeholder campuses 

13PB Storage  

 

ÅHSM Tiered, 2 Tiers 

ÅI/O bandwidth up to 

500GB/s 

  1 PFLOP System  

 

Å1,288 nodes (dual socket, 

12 cores/CPU E5-2690v3) 

Å128 GB DDR4 RAM/node  

Å10 Large memory 

nodes (1x6TB, 4x2TB,  

6x1TB) 

  Accelerator nodes  
 

Å128 nodes with GPUs 

Å1 x Tesla K40 per node 

   Visualization nodes  
 

Å2 nodes R940 graphic workstations  

ÅEach with 2 x NVIDIA Quadro K4200 

ÅNVIDIA Quadro Sync support 


